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Abstract
The goal of this analysis was to isolate the effect of osteoarthritis on the likelihood
of developing cardiovascular disease. The provided data was characterized by mild
sparsity, so the analysis was carried out on a complete-cases subset and on an im-
puted data set. The imputation was done through a combination of Logistic and
Polytomous Bayesian Regression. There were a number of covariates that had the
potential to confound this effect; in order to circumvent this problem, propensity
scores were used [1] in conjunction with the LASSO [3]. More specifically, the
propensity scores for all three cycles were computed for each of the two types of
data sets and then another analysis was done involving the ensemble of propensity
scores and the LASSO. No definitive causal relationship was uncovered although
their was evidence of a statistically significant effect.

Introduction
It is important to identify as many of the factors associated with any par-
ticular condition in an attempt to minimize or remove their confounding
effect. The purpose of this analysis is to understand whether this kind of
antibiotic relationship exists between osteoarthritis and heart disease; the
approach is summarized as follows:

•We first explore the data set in an effort to understand the nature of the
missing values

•An imputation is implemented on a large and relevant subset of the data

•A propensity score approach is used for inference and the results are
provided

• The LASSO was used on half the data sets (for each cycle) for variable
selection, after which propensity score analysis was used on the other
half of the data sets to provide odds ratio estimates

Data Description
• The data is filtered out according to study eligibility criteria so that the

participants who are not 20-64 years of age, and the participants who
were diagnosed as either Rheumatoid Arthritis or Other are excluded
from the analysis

• There are a number of variables that include information on dietary
habits, age, location, general health, marital status, substance use, blood
pressure, stress levels, and income; in total, 23 covariates are used

• There are separate observations for three ”cycles” which reference vary-
ing time periods and have about 130,000 observations each.

Pre-Processing & Imputation
Recoding
A number of variables were recoded, for example:

• The daily consumption of vegetables was transformed from the number
of servings into a categorical variable

• The geographical variable was recoded so that a distinction was only
made between the territories and the provinces

• The BMI variable was recoded so that it was not a raw number, but rather
categorical in nature

Polytomous Bayesian Regression for Imputation
The underlying assumption with the imputation implemented here is that
the missing data is missing at random (MAR). However, since the validity
of this claim can easily be questioned. we decided to carry out the analysis
on the complete-cases data set as well.

• The proportions of people who have osteoarthritis was calculated for
each group. If the MCAR assumption holds, we would not expect to see
any pattern of proportions associated with each group in the figure
• The plots shown indicate that the MCAR assumption does not hold in

our data set, thus making analyzing the complete cases potentially inap-
propriate

The imputation technique used here was Polytomous (Multinomial) Logis-
tic Regression. This models how multinomial response variable Y depends
on a set of m explanatory variables, X=(X1, X2, ...Xm); in essence, this is
a generalized linear model where the random component assumes that the
distribution of Y is multinom(n, π), where π is a vector with probabilities
of ”success“ for each category [2]. Note that the responses here are all of
the case where ordinality is not of particular importance.

Exploratory Data Analysis
In this section, some plots of interest are presented which helped guide the
decisions made later in the analysis.

• The above plot shows the relationship between osteoarthritis and cardio-
vascular disease (CVD), broken down by age. As can clearly be seen
visually, age appears to be a significant predictor of CVD, while os-
teoarthritis status (yes / no) appears to matter much less.

• The variable with the most missing values is the total household income
from all sources, and the second is physical activity index.

Methodology
Logistic Regression
The response variable here is dichotomous and hence, a logistic regression
is the simple and obvious first approach to such a problem. The generalized
linear model in this problem is defined as:

Pr(CCCA-121 = 1 | θ) = exp(β0 + β1CCCA-051 + · · · + β21Province)
1 + exp(β0 + β1CCCA-051 + · · · + β21Province)

(1)

where θ is the set of parameters defining the model. This model is then
expanded on with propensity scores.

LASSO
The least absolute shrinkage and selection operator (LASSO) is a least
squares technique that has the effect of minimizing the coefficients for par-

ticular covariates down to 0. It is mathematically defined as:

β̂lasso = argmin
β∈Rm

||y − Xβ||22 + λ

m∑
i=1

|βi| (2)

= argmin
β∈Rm

||y − Xβ||22︸ ︷︷ ︸
Loss

+λ |βi|1︸︷︷︸
Penalty

(3)

Here, this was used to lower the dimensionality of our covariates so that we
could compare the results between the non-LASSO and LASSO propensity
score approaches.

Propensity Scores
A propensity score, p(xi = 1|θ) is the conditional probability, for subject
i, (i = 1, ..., n), of being assigned to some particular treatment (in this case,
1) given some covariates, θ. In other words:

P (l) = P (xi = 1|θ) (4)

Naturally, it follows that if a randomized design were used, we would ex-
pect the conditional probability here to be 0.5. For this case study, we
applied as follows:
•We used Propensity Score Matching to estimate the effect of having os-

teoarthritis by accounting for an array of covariates: Propensity score,
P(L)=P(O=1|L), where O is having osteoarthritis, and L are the covari-
ates. This attempts to deconfound the effect of osteoarthritis on cardio-
vascular disease.
• The final model uses the propensity score matched sample and incor-

porates survey weights into a quasibinomial logistic regression. The
matched sample sizes from each cycle, the OR estimates and associated
CIs are summarized in the results tables.

Results & Inference
LASSO Path

• The variables selected by this regularization were: age, sex, income, type
of smoker, blood pressure status, diabetic status, emphysema or chronic
obstructive pulmonary disease (COPD) status, self-perceived stress.

Propensity Scores
The following tables/plots provide information on our results.

Table/Figure: Covariate balance in matched sample

Table 2: Odds ratio results using propensity scores

Table 3: Propensity score OR results after the LASSO regularization

Figure: Regression results using propensity scores

Conclusions & Future Considerations
The goal of this analysis was to isolate the effect of osteoarthritis on car-
diovascular disease. We did the analysis on two sets of data and used an
ensemble of the LASSO and propensity scores. Through this, our OR esti-
mates of the effect of osteoarthritis on cardiovascular disease are all similar,
with the LASSO-derived estimates producing greater uncertainty, as seen
with the wider confidence intervals. There appears to be a statistically sig-
nificant impact of osteoarthritis on the risk of cardiovascular disease; how-
ever, it is doubtful that the effect is causative. Further research is needed to
study the mediating variables responsible for this relationship.
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